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Cold Self-Lubrication of Sliding Ice
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The low kinetic friction between ice and numerous counterbodies is commonly attributed to an
interfacial water layer, which is believed to originate from preexisting surface water or from melt water
induced by high contact pressures or frictional heat. However, even the currently leading theory of frictional
melting appears to defy direct experimental verification. Here we present molecular simulations of ice
interfaces that reveal that ice surfaces liquefy without melting thermodynamically but predominantly by
cold, displacement-driven amorphization. Despite effective self-lubrication, very small ice friction is found
to require water to slip past a hydrophobic counterface—or an excess amount of water, produced by, e.g.,

extreme sliding velocities.

DOI: 10.1103/1plj-7p4z

Skidding on ice or snow is a well-known phenomenon,
often dreaded, sometimes loved. The leading explanations
for the low friction of ice and snow emphasize self-
lubrication through water [1-3]. However, the reason for
the presence of water in sliding interfaces at sub-0°
temperatures remains disagreed upon. Competing theories
are pressure melting [4], surface melting [5,6], and friction-
induced heating [7]. However, no single theory is con-
clusive [8]. Pressure melting would require the true contact
between a ski and the ice below it to be unreasonably small
to explain skiing at —20°C [7]. Although the molecular
mobility of sub-0°C surface water correlates with ice
friction [9], the variation in friction coefficients with
different counterbodies remains unexplained. The arguably
leading theory of melting by frictional heating must also be
questioned: warming of snow surfaces under a rotating
slider at —7°C temperature and 1 m/s sliding velocity
could not be detected despite high temporospatial reso-
lution [8]. Similarly, a contact-induced water film on ice
produced at high sliding velocities of v5 = 5 m/s [10] did
not exceed 0°C. Thus, either the main reason for the
presence of water in sliding ice interfaces varies from case
to case, or some crucial ice-liquefaction mechanism has not
been accounted for hitherto. One candidate mechanism
could be related to Moras et al.’s hypothesis [11] that
sliding ice undergoes layer-by-layer amorphization as do
diamond as well as silicon in incommensurate, self-mated
contacts.
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Determining the applicability of different mechanisms
that produce interfacial water requires simultaneous analy-
sis of interfacial stresses, temperature, and structure for
diverse initial and boundary conditions in moving, buried
interfaces. This can be achieved by means of molecular
dynamics (MD) simulations [12] when using force fields
that accurately reproduce the relevant thermodynamic,
dynamic, and mechanical properties, as the TIP4P/Ice
potential does for water [13—19]. It allows us to effectively
model sliding ice interfaces and investigate how sliding
induces or maintains sub-0°C interfacial water. We start by
simulating flat, incommensurate ice-ice interfaces. Such
calculations provide a lower bound for the friction between
ice crystals as they disregard roughness-induced plasticity,
plowing, snow compression, capillaries, and other proc-
esses that enhance energy dissipation. To ascertain its load-
bearing ability and the role of hydrophobicity, we also
study ice sliding past corrugated counterfaces of different
hydrophobicity. Details on simulation setups and protocols
are described in Supplemental Material (SM) [20].

In the first set of simulations, two ice crystals are brought
into contact at a temperature of 7 = 10 K with a small
approach velocity v, until the normal force between their
misaligned [0001] surfaces vanishes. Localized zones of
roughening, a few Angstroms wide, appear where the
potential energy per molecule is lower than in the crystal,
as evidenced in Figs. 1(a) and 1(b). The low-energy zones
arise when the dipoles of surface molecules are aligned
with and thus attracted by the counterbody’s electrostatic
field, which is shown in Fig. 1(c).

Once sliding starts, these low-energy zones act like cold-
welded spots causing plastic deformation in their vicinity,
strengthening these surrounding areas but weakening the
originally cold-welded site. In this way, old low-energy
zones disappear, while new ones arise as sliding progresses.
Due to the open structure and low packing of hexagonal ice,
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FIG. 1. Snapshots of an incommensurate interface at 7 =

10 K (a) before the onset of sliding and (d) after sliding a distance of

d = 20 nm at a velocity of vy = 1 m/s. Colors indicate the potential energy per molecule. (b) Zooms of the interface before and during
initial sliding. (c) Magnitude of the electrostatic field in a unit cell located one interlayer spacing above a free surface of an ideal crystal

structure. Top-layer atomic positions are included. (e) Negative change of total system height,

—Ah, as a function of d. Full lines reflect

an initial harmonic response w.r.t. d and shear-induced amorphization through a \/d — d,; dependence, where d|, is the slid distance at the
onset of plasticity. Visualizations of the atomic configurations are made using OVITO [21].

dislocations are not needed for plastic deformation to occur
during this process. The instabilities that destroy crystalline
order are local, whereby energy releases and associated
temperature bursts are small. Similar dynamics were
observed for other interfaces and another popular water
potential, namely SPC/E [22] (see examples shown in
Fig. S1 in SM [20]). Since the [0001] surface is the most
densely packed ice surface and the maximum misorienta-
tion of 30° provides the best possible condition for
structural lubricity (SL), we can conclude that SL will
not occur at other ice-ice interfaces either. SL [23-25]
refers to a state of small, Stokes-like friction, which is
caused by the systematic cancellation of lateral forces when
two atomically flat, incommensurate crystal surfaces slide
past each other without invoking instabilities.

The absence of SL in TIP4P/Ice interfaces does not
imply that tetrahedral order is generally sufficient to
suppress SL. When using a popular mono-atomic model
for molecular water (mW) [26], which favors tetrahedral
order, the shear stress is rather small for an atomically flat
interface, i.e., 7 & 6 MPa, see Fig. S2 in the SM [20]. The
mW model can create dry, low shear-stress contacts
because particles lack internal degrees of freedom causing
multistability and thus instabilities during sliding, which
are produced by the orientational degrees of freedom of
water molecules or by (re)hybridization of carbon and
silicon atoms. Adding 200 particles to the 115 nm? large
interface suppresses the incommensurability, thereby
increasing the shear stress by a factor of almost twenty.
This trend of increased friction with added particles
between atomically smooth surfaces is similar to that found

in models of dense, atomically smooth surfaces with or
without contamination [27].

Because shear stresses in dry, incommensurate interfaces
easily exceed 100 MPa even at —10 °C, friction between ice
crystals can only be small given the presence of sufficiently
thick preexisting or tribo-disordered layers, whose structure
[see, Fig. 1(d)] resembles that of sheared supercooled bulk
water. The claim of resemblance is supported by compar-
isons of the pair distribution function (Fig. S4 in SM [20]),
a three-body, mixed radial, angular distribution function
[28] (Fig. S5 in SM [20]), and the concentration of five-
coordinated water molecules (Fig. S6 in SM [20]). The
disordered zone has many five-coordinated molecules as
regular and supercooled water, causing the liquid to be
denser than the crystal. Thus, reductions in the separation
between the two outermost layers A/ allow the thickness or
width w of the amorphized zone to be determined.

Ice turns out to have the same proportionality of —Ah,—
see Fig. 1(e), or wy, see Figs. 2(a) and 2(b) and movie Sl
[20]—to the square root of the slid distance ,/d, as
diamond and silicon [11,29]. w,, was determined using
the Chill + algorithm [30] (details in SM [20]) and the
subscript p indicates that quantities are given relative to the
point at which (substantial) amorphization sets in, which is
also where the stiction peak is located, e.g., at d = 3.5 nm
in Fig. 1(e). The w, o ,/d, relation indicates that the
probability for a surface molecule to abandon its crystallo-
graphic position is linear in a distance increment Ad,, but
inversely proportional to w,, and thus that amorphization is
displacement driven. Further evidence against thermal
melting is provided in Fig. 2(c), which shows that shear

066204-2



PHYSICAL REVIEW LETTERS 135, 066204 (2025)

6] v =35 m/s (© ﬁ{
10K 233K Slow= 5m/s
100K 253 K 31 Mre =ep=15%
= 63173k 263K z ‘f‘\’{ 0 ¢
g -=" é o /
E .1 = - = 24 -~
sl e - 5 s> Pt
————— ER -
--------- % PG RHL <>
24 19 g}wﬁﬁg
‘gg%% -
0 . . . . 0 . . .
0 50 100 150 200 0 5 10 15
d (nm) t (ns)
— 10°
¢1(®) 0o =20 m/s @ ok SRmE
04 10!

0 100 200 300 400 100 10! 102

d (nm) d (nm)

FIG. 2. Width w versus slid distance d at different temperatures
T for sliding velocity (a) vy = 5 m/s and (b) 20 m/s. Solid lines
represent simulation data, while the dashed lines correspond to
the square-root fits to the data. (c) Increase of amorphous-layer
width Aw with time 7 at T =263 K for vy =5 m/s (orange
diamonds) and vy, = 20 m/s (yellow squares) as well as at rest
and T = 278 K: strain-free (blue circles) and under isotropic, in-
plane strain (magenta crosses). Dashed lines are drawn to guide
the eye. (d) Shear stress 7 as a function of slid distance d.

disordering the first nanometer of —10°C cold ice with
vg = 5 m/s takes roughly as long as it would take at rest to
melt the same amount of ice of a fully thermostatted crystal
superheated to +5 °C. Yet, the temperature in the sliding
system only rose to at most —5 °C, as shown in Fig. S6(b) in
SM [20]. Tensile strains, which tend to be high at the
trailing edge of sliding contacts [31], can be more important
than heating since a 1.5% isotropic, in-plane strain at +5 °C
almost doubles the melting rate compared to the unstrained
case; see Fig. 2(c). Another argument against frictional heat
as the main cause of shear-induced melting is that ice
liquefies significantly faster at 10 K compared to —10°C, a
contrast made particularly evident when comparing movie
S1 to movie S2 [20].

While the amorphization coefficient @ = wg /d,, changes
nonmonotonically with temperature—Fig. S7 reveals a
relative minimum occurs near 7 = 233 K, i.e., slightly
above the temperature separating the low- and high-density
regimes of supercooled water [32]—the shear stress
decreases continuously with increasing temperature, as
revealed in Fig. 2(d). This is because the effective viscosity,
which is the ratio of shear stress to shear rate, has a strong
temperature dependence [3,17] as opposed to a. Therefore,
the reduction in viscosity due to frictional heating can be
one reason why Bowden and Hughes [7] observed insulat-
ing skis to have lower friction than heat-conducting
skis, which, in their eyes, invalidated the viewpoints of

preexisting surface water and pressure melting to cause low
ice friction.

Another explanation for Bowden and Hughes’ observa-
tions arises from the possibility that the ice surface warms
up more in reality than in our simulations. This issue is
important but also quite technical, which is why we address
the specifics in SM [20] and focus on the broader
implications next. Once the near-surface regions, i.e., those
where the thermostats act, exceed —10°C, the recrystalli-
zation rate decreases rapidly as the temperature approaches
the melting point [33,34]. Therefore w, increases, which
reduces both shear rate and shear stress. Data shown in
Fig. S8 and analyzed in SM [20] suggests that this effect
likely outweighs the impact of viscosity changes. Thus, the
Bowden and Hughes argument, together with modern
theoretical estimates on “frictional heating and ice premelt-
ing” [35], may still hold, though not to the extent that
liquefaction should be attributed to thermal melting. In fact,
ice friction can be low when the counterbody (e.g., metallic
skates) conducts heat over 20 times better than ice, causing
most frictional heat to transfer to the metal.

In order to relate our results to experiments, shear
stresses must be converted into friction coefficients g,
defined as the ratio of shear force to normal load. This
requires local water-film heights and normal contact
pressures to be estimated, which is nontrivial, because
they depend on contact-patch geometries, the squeeze-out
dynamics of water, and the rate- and potentially scale-
dependent ice plasticity or creep [36-38]. However, once
the approach velocity v; exceeds 0.1 mm/s locally, our
simulations reveal that normal pressures can far exceed the
quasistatic penetration hardness py. This hardness is close
to 10 MPa at temperatures where skiing and skating are
most feasible [39], meaning close—but not too close—to
melting. An example is —10 °C, the temperature we focus
on in the following.

To generate realistic local stresses occurring during ice-
asperity interactions without relying on rough continuum-
mechanics calculations, we simulate a rigid, single-
sinusoidal corrugated plate. To this end, we first indent
the tip into an initially flat ice surface at —10°C (so that
information on the breakloose force can be obtained)
and then slide it. Parts of the final configuration of an
indentation process with an adhesive rigid tip are depicted
in Figs. 3(a) and 3(b). It was produced by first applying a
nominal normal pressure of p, = 100 MPa for 0.6 ns,
which was followed by a 40 ps relaxation at p, = 20 MPa.
The high initial pressure creates an indentation mark of
similar depth to that obtained with lower pressure over a
time span far beyond the scope of molecular simulations.

Corrugated indenters will sink into the ice while
amorphizing it even when the contact pressure has fallen
below 200 MPa, which is where ice undergoes a phase
transition to form water at —10 °C. Nonetheless, simulated
ice withstands indentation pressures of up to 300 MPa
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FIG. 3.

(a,b)  adhesive nonadhesive
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(a) Molecular configuration of a slice of ice subjected to nanoindentation at —10 °C during the initial stage of sliding with

vg =5 m/s. (b) Zoom of the region highlighted by the box in (a). Further zooms of other regions during sliding for adhesive
[hydrophilic] (c) and nonadhesive [hydrophobic] (d) indenters. (e) Friction coefficient y as a function of sliding distance d normalized to
the length L, = 46 nm of the simulation cell along the sliding direction. Stars indicate the moment in time at which the snapshots shown
in (a)—(d) were taken. (f) Penetration hardness (P},) as a function of the indentation velocity using two normal loads. In all snapshots,
only O—O bonds are shown for clarity. Visualizations of the atomic configurations are made using OVITO [21].

over extended time periods, when the counterface is flat,
i.e., its radius of curvature R, is formally infinite. This
indicates that the absence of stress gradients causing
nonaffine displacements impedes amorphization, which
might explain why Fig. 3(f) reveals a similar v, -depen-
dent py as that observed experimentally [39], albeit
shifted to larger v, . The experimental R, were more than
4 orders of magnitude larger than that of our corrugated
counterface, R, ~ 12.2 nm. Further evidence for a scale-
dependent py comes from atomic-force microscopy.
Using tips with R, ~ 50 nm, Butt er al. [40] found py
to be ten times the macroscopic indentation hardness, that
is, before they reinterpreted their data and potential errors
to reduce the gap between results and expectations to a
factor of 2.5.

When sliding at vo = 5 m/s under p, = 20 MPa—see
Fig. 3(e) and movie S3 [20]—friction is lowest shortly
before the tip sinks into the indentation mark. The friction
coefficient is close to its maximum value of y,,, =~ 0.5 even
before it reaches the bottom of the mark. This value is
similar to results obtained with an atomic-force microscope
and a tip radius of 200 nm [41]. In our case, the time
dependence of y is a consequence of capillary rather than
mechanical effects: even a thin water layer attempts to
reduce its surface energy when rough solids slide past each
other. Dynamics on the first and second stroke (periodic-
boundary conditions mimic pin-on-disk tribometers)
resemble each other. However, spatial variations in the
friction decrease with each pass.

A hydrophobic counterface behaves like the hydrophilic
one, although the stiction peak and the kinetic friction are
halved. The friction now assumes the small values that
would usually be associated with slippery ice, i.e., well
below 0.1 at a safe distance from the indentation mark. Just
before the downhill motion x4 even becomes formally
negative.

The smaller friction of curved, hydrophobic surfaces
not only originates from the finite slip length of water [3],
but also because the temporospatial stress fluctuations,
and thus dissipation, are diminished. The friction reduc-
tion is substantial although the structural differences
between hydrophilic and hydrophobic setups are subtle;
see Figs. 3(c) and 3(d). The increase of the mean friction
coefficient from a flat to a curved hydrophilic counter-
body is 0.175 (from 0.103 to 0.278) versus 0.088 (from
0.015 to 0.103) in the hydrophobic case. This leaves a
missing 50% difference of 0.175-0.088 = 0.087, which
can only originate from the adhesion-enhanced visco-
elastic dissipation caused by the hydrophilic surface near
the leading and the trailing contact edges. Thus, in
addition to interfacial water, counterbodies must be
smooth and hydrophobic for ice to have very low friction
coefficients; i.e., capillary effects have to be small. In
fact, even randomly rough hydrophobic walls can have
friction coefficients of 0.02, as shown in Fig. S3 [20].
While this aligns with the low ice friction of hydrophobic
surfaces, attributing the agreement solely to the under-
lying mechanisms would be premature.

Using the local load-bearing ability of 300 MPa
deduced from the above simulations and combining it
with the geometric mean of the rough upper (30 MPa) and
lower (10 MPa) bounds for the steady-state shear stress at
5 m/s and —10 °C of flat interface—see Fig. S8(d) [20]—
we obtain a crude lower bound for the kinetic friction
coefficient of ice-on-ice of 0.05 for these conditions. This
number is not expected to generalize to other counter-
faces, if their work of adhesion is lower than that of a self-
mated ice contact, in which case the counterbody may
easily slide past ice or its lubrication layer. Therefore,
friction coefficients around 0.01, as measured for steel
sliding on ice at high velocities [42], do not contradict
our findings.
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Our simulations reveal that both recent and long-
standing viewpoints on the dynamics of sliding ice fail
to withstand scrutiny at the molecular level. First, thin,
premolten ice layers reduce shear stresses noticeably only
during the first few nanometers of sliding, because
sliding-induced amorphous zones quickly become sub-
stantially thicker than preexisting equilibrium layers.
Their indisputable friction-reducing effect established
at high humidity even for solids as hard as steel [43],
could be indirect in the case of ice, possibly by mitigating
maximum stresses causing fewer asperities to break off
and to turn into abrasives [8]. Second, pressure-induced
melting, though frequently dismissed as irrelevant out-
side of glaciology, matters whenever local roughness
induces large stress gradients, which may enhance
amorphization. Third, the small friction coefficients
associated with tires on black-ice seem difficult to reach
without substantial water slip at small velocities.
Although an extreme dependence of melt-water viscosity
on the hydrophobicity of confining walls is theoretically
possible [44], our and previous [3] simulations found no
evidence of this effect.

Regardless of the points mentioned above, the key
insights gained in this study follow from the observation
that even the smoothest possible, incommensurate ice-ice
interface forms local, cold-welded sites, where lateral
displacement triggers amorphization without heat or
large normal pressures. A counterface with comparable
interactions and a similar but irregular structure will
inevitably produce analogous dynamics, leading to an
approximate wy, = Vad relationship as long as the
amorphization is fast compared to recrystallization
[45]. The underlying molecule-by-molecule, or, depend-
ing on the system, atom-by-atom [46] attrition should be
a predominantly athermal process in material pairs
lacking structural lubricity in ideal, incommensurate
interfaces. While displacement-induced amorphization
does not substantially decrease the required energy to
produce structural defects, it circumnavigates the need
to produce vibrational energy first, which ultimately
benefits the load-bearing ability of the nearby ice.
Given that the coldest ice crystals amorphasize fastest,
that is, roughly six times faster at 7 = 10 K than at
T = —10°C, the difficulty of skiing at low temperatures
must be attributed to the high (effective) viscosity of
amorphous ice rather than to the commonly assumed lack
of liquefaction at small temperature.
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